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1 Introduction

These notes are a survey documenting an interesting recent trend within the calculus of
variations, the rise of differential equations techniques for Monge–Kantorovich type optimal
mass transfer problems. I will discuss in some detail a number of recent papers on various
aspects of this general subject, describing newly found applications in the calculus of vari-
ations itself and in physics. An important theme will be the rather different analytic and
geometric tools for, and physical interpretations of, Monge–Kantorovich problems with a
uniformly convex cost density (here exemplified by c(x, y) = 1

2
|x − y|2) versus those prob-

lems with a nonuniformly convex cost (exemplified by c(x, y) = |x − y|). We will as well
study as applications several physical processes evolving in time, for which we can identify
optimal Monge–Kantorovich mass transferences on “fast” time scales.

The current text corrects some minor errors in earlier versions, improves the exposition
a bit, and adds a few more references. The interested reader may wish to consult as well the
lecture notes of Urbas [U1] and of Ambrosio [Am] for more.

1.1 Optimal mass transfer

The original transport problem, proposed by Monge in the 1780’s, asks how best to move a
pile of soil or rubble (“déblais”) to an excavation or fill (“remblais”), with the least amount
of work. In modern parlance, we are given two nonnegative Radon measures µ± on Rn,
satisfying the overall mass balance condition

µ+(Rn) = µ−(Rn) <∞, (1.1)

and we consider the class of measurable, one-to-one mappings s : Rn → R
n which rearrange

µ+ into µ−:

s#(µ+) = µ−. (1.2)

In other words, we require ∫
X

h(s(x)) dµ+(x) =

∫
Y

h(y) dµ−(y) (1.3)

for all continuous functions h, where X = spt(µ+), Y = spt(µ−). We denote by A the
admissible class of mappings s as above, satisfying (1.2), (1.3)

Given also is the work or cost density function

c : Rn × Rn → [0,∞);
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so that c(x, y) records the work required to move a unit mass from the position x ∈ Rn to
a new position y ∈ Rn. (In Monge’s original problem c(x, y) = |x − y|; that is, the work is
simply proportional to the distance moved.)

s

X=spt(µ+)  Y=spt(µ-)  

The total work corresponding to a mass rearrangement plan s ∈ A is thus

I[s] :=

∫
Rn

c(x, s(x)) dµ+(x). (1.4)

Our problem is therefore to find and characterize an optimal mass transfer s∗ ∈ A which
minimizes the work:

I[s∗] = min
s∈A

I[s]. (1.5)

In other words, we wish to construct a one-to-one mapping s∗ : Rn → R
n which pushes the

measure µ+ onto µ− and, among all such mappings, minimizes I[·]. We will later see that a
really remarkable array of interesting mathematical and physical interpretations follow.

This is even now, over two hundred years later, a difficult mathematical problem, owing
mostly to the highly nonlinear structure of the constraint. For instance, if µ± have smooth
densities f±, that is, if

dµ+ = f+dx, dµ− = f−dy, (1.6)

then (1.2) reads

f+(x) = f−(s(x))det(Ds(x)) (x ∈ X), (1.7)

where we write s = (s1, . . . , sn) and

Ds =




s1
x1

. . . s1
xn

. . .

sn
x1

. . . sn
xn




n×n

= Jacobian matrix of the mapping s.
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It is not at all apparent offhand that there exists any mapping, much less an optimal
mapping, satisfying this constraint. Additionally, if {sk}∞k=1 ⊂ A is a minimizing sequence,

I[sk]→ inf
s∈A

I[s],

an obvious guess is that we can somehow pass to a subsequence {skj
}∞j=1 ⊂ {sk}∞k=1, which

in turn converges to an optimal mass allocation plan s∗:

skj
→ s∗.

However, there is no clear way to extract such a subsequence, converging in any reasonable
sense to a limit. The direct methods of the calculus of variations fail spectacularly, as
there are no terms creating any sort of compactness built into the work functional I[·]. In
particular, I[·] does not involve the gradient of s at all and so is not coercive on any Sobolev
space. And yet, as we will momentarily see, precisely this feature opens up the problem to
methods of linear programming.

1.2 Relaxation, duality

Kantorovich in the 1940’s [K1],[K2] (see also [R]) resolved certain of these problems by
introducing:

(i) a “relaxed” variant of Monge’s original mass allocation problem
and, more importantly,

(ii) a dual variational principle.

The idea behind (i) is, remarkably, to transform (1.5) into a linear problem. The trick is
firstly to introduce the class

M :=
{
Radon probability measures µ on Rn × Rn | projxµ = µ+, projyµ = µ−

}
(1.8)

of measures on the product space Rn×Rn, whose projections on the first n coordinates and
the last n coordinates are, respectively, µ+, µ−. Given then µ ∈ M, we define the relaxed
cost functional

J [µ] :=

∫
Rn×Rn

c(x, y) dµ(x, y). (1.9)

The point of course is that if we have a mapping s ∈ A, then the induced measure

µ(E) := µ+{x ∈ Rn | (x, s(x)) ∈ E} (E ⊂ Rn × Rn, E Borel) (1.10)
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belongs toM. Furthermore the new functional (1.9) is linear in µ and so, under appropriate
assumptions on the cost c, simple compactness arguments assert the existence of at least one
optimal measure µ∗ ∈M, satisfying

J [µ∗] = min
µ∈M

J [µ]. (1.11)

Such a measure µ∗ need not, however, be generated by any one-to-one mapping s ∈ A, and
consequently the foregoing construction allows us only to establish the existence of a “weak”
or “generalized” solution of Monge’s original problem. We will several times later return to
the central problem of fashioning some sort of “strong” solution, which actually corresponds
to a mapping.

Of even greater importance for our purposes was Kantorovich’s additional introduction of
a dual problem. The best way to motivate this is by analogy with the finite dimensional case.
Suppose that then cij, µ

+
i , µ−j (i = 1, . . . , n; j = 1, . . . , m) are given nonnegative numbers,

satisfying the balance condition
n∑

i=1

µ+
i =

m∑
j=1

µ−j ,

and we wish to find µ∗ij (i = 1, . . . , n; j = 1, . . . , m) to

minimize
n∑

i=1

m∑
j=1

cijµij, (1.12)

subject to the constraints

m∑
j=1

µij = µ+
i ,

n∑
i=1

µij = µ−j , µij ≥ 0 (i = 1, . . . , n; j = 1, . . . , m). (1.13)

This is clearly the discrete analogue of (1.8), (1.9), (1.11). As explained in the appendix
(§13) the discrete linear programming dual problem to (1.12) is to find u = (u1, . . . , un) ∈ Rn,
v = (v1, . . . , vm) ∈ Rm so as to

maximize
n∑

i=1

uiµ
+
i +

m∑
j=1

vjµ
−
j , (1.14)

subject to the inequalities

ui + vj ≤ cij (i = 1, . . . , n; j = 1, . . . , m). (1.15)

We can now by analogy guess the dual variational principle to (1.11). For this, we
introduce a continuous variant of (1.15) by defining

L := {(u, v) | u, v : Rn → R continuous, u(x) + v(y) ≤ c(x, y) (x, y ∈ Rn)}.
(1.16)
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Likewise, we introduce the continuous analogue of (1.14) by setting

K[u, v] :=

∫
Rn

u(x) dµ+(x) +

∫
Rn

v(y) dµ−(y). (1.17)

Consequently our dual problem is to find an optimal pair (u∗, v∗) ∈ L such that

K[u∗, v∗] = max
(u,v)∈L

K[u, v]. (1.18)

In summary then, the transformation of Monge’s original mass allocation problem (1.5)
into the dual problem (1.18) presents us with a rather different vantage point: rather than
struggling to construct an optimal mapping s∗ ∈ A satisfying a highly nonlinear constraint,
we are now confronted with the task of finding an optimal pair (u∗, v∗) ∈ L. And this, as
we will see later, is really easy. The mathematical structure of the dual problem provides
precisely what was missing for the original problem, enough compactness to construct a
minimizer as some sort of limit of a minimizing sequence.

And yet this of course is not the story’s end. Kantorovich’s methods of first relaxing and
then dualizing have brought us into a realm where routine mathematical tools work, but
have also taken us far away from the original issue: namely, how do we actually fashion an
optimal allocation plan s∗?

We devote much of the remainder of the paper to answering this question, in two most
important cases of the uniformly convex cost density:

c(x, y) =
1

2
|x− y|2 (x, y ∈ Rn), (1.19)

and the nonuniformly convex cost density

c(x, y) = |x− y| (x, y ∈ Rn). (1.20)

These “L2” and “L1” theories are rich in mathematical structure, and serve as archetypes
for other models. Observe carefully the very different geometric consequences: in the first
case the graph of the mapping y �→ c(x, y) contains no straight lines, and in the second case
it does. The latter degeneracy will create interesting problems.

Remark. I make no attempt in this paper to survey the vast literature on Monge–
Kantorovich methods in probability and statistics, a nice summary of which may be found
in Rachev [R]. ✷

Part I: Cost = 1
2
(Distance)2

7



2 Heuristics

For this and the next five sections we take the quadratic cost density

c(x, y) :=
1

2
|x− y|2 (x, y ∈ Rn), (2.1)

| · | denoting the usual Euclidean norm. We hereafter wish to understand if and how we can
construct an optimal mass transfer plan s∗ solving (1.5), where now

I[s] :=
1

2

∫
Rn

|x− s(x)|2 dµ+(x) (2.2)

for s in A, the admissible class of measurable, one-to-one maps of Rn which push forward
the measure µ+ to µ−. The following techniques were largely pioneered by Y. Brenier in
[B2].

2.1 Geometry of optimal transport

We begin with some informal insights, our goal being to understand, for the moment without
proofs, what information about an optimal mapping we can extract directly from the original
and dual variational principles. In other words, how can we exploit the very fact that a given
mapping minimizes the work functional I[·] (among all other mappings in A), to understand
its precise geometric properties?

So now let us assume that s∗ ∈ A minimizes the work functional (2.2), among all other
mappings s ∈ A. Fix a positive integer m, take distinct points {xk}mk=1 ⊂ X = spt (µ+),
and assume we can find small disjoint balls

Ek := B(xk, rk) (k = 1, . . . , m), (2.3)

and radii {rk}mk=1, adjusted so that

µ+(E1) = · · · = µ+(Em) = ε. (2.4)

Next write yk := s∗(xk), Fk := s∗(Ek). Since s∗ pushes µ+ to µ−, we have

µ−(F1) = · · · = µ−(Fm) = ε. (2.5)

We construct another mapping s ∈ A by cyclically permuting the images of the balls
{Ek}mk=1. That is, we design s ∈ A so that


s(xk) = yk+1, s(Ek) = Fk+1 (k = 1, . . . , m)

s ≡ s∗ on X −
m⋃

k=1

Ek,
(2.6)
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where ym+1 := y1, Fm+1 := F1.

x1 

x2 

x3 

xm 

y2 

y1 

y3 

ym 

Then, since s∗ is a minimizer,

I[s∗] ≤ I[s]. (2.7)

Remembering (2.2), we deduce

m∑
k=1

∫
Ek

|x− s∗(x)|2 dµ+(x) ≤
m∑

k=1

∫
Ek

|x− s(x)|2 dµ+(x).

Since both s∗, s push µ+ to µ−, we can further simplify and then divide by ε:

m∑
k=1

∫
−

Ek

x · (s(x)− s∗(x)) dµ+(x) ≤ 0, (2.8)

the slash through the integral denoting an average. Now send ε → 0. Assuming that the
mapping s∗ and the measure µ+ are well-behaved, we deduce from (2.8) that

m∑
k=1

xk · (yk+1 − yk) ≤ 0 (2.9)

for yk = s∗(xk), ym+1 = y1, k = 1, 2, . . . , m.
In the terminology of convex analysis, (2.9) asserts that the graph {(x, s∗(x)) | x ∈ X} ⊂

R
n × Rn is cyclically monotone. This is an interesting deduction in light of an important

theorem of Rockafeller [Rk], asserting that a cyclically monotone subset of Rn × Rn lies in
the subdifferential of a convex mapping of Rn into R. In other words,

s∗ ⊂ ∂φ∗, (2.10)
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for some convex function φ∗, in the sense of possibly multivalued graphs on Rn×Rn. More-
over, a convex function is differentiable a.e., and so

s∗ = Dφ∗ a.e. in X, (2.11)

where D denotes the gradient.
We have come upon an important deduction: an optimal mass allocation plan is the

gradient of a convex potential φ∗. (Cf. McCann [MC2], etc.)

2.2 Lagrange multipliers

In view of its importance we provide next an alternative, but still strictly formal, analytic
derivation of (2.11).

For this, we assume the measures µ± have smooth densities, dµ+ = f+dx, dµ− = f−dy,
and introduce the augmented work functional

Ĩ[s] :=

∫
Rn

1

2
|x− s(x)|2f+(x) + λ(x)[f−(s(x))det(Ds(x))− f+(x)]dx,

(2.12)

where the function λ is the Lagrange multiplier corresponding to the pointwise constraint
that s#(µ+) = µ− (that is, f+ = f−(s)det(Ds)). Computing the first variation, we find for
k = 1, . . . , m:

(λf−(s∗)(cofDs∗)k
i )xi

= (s∗k − xk)f
+ + λf−yk

(s∗)det(Ds∗). (2.13)

Here cofDs∗ is the cofactor matrix of Ds∗; that is, the (k, i)th entry of cofDs∗ is (−1)k+i

times the (k, i)th minor of the matrix Ds∗.
Standard matrix identities assert (cofDs∗)k

i,xi
= 0, s∗lxi

(cofDs∗)k
i = δkl(detDs∗), and

s∗kxj
(cofDs∗)k

i = δij(detDs∗). We employ these equalities to simplify (2.13), and thereby
discover after some calculations

λxi
f−(s∗)(cofDs∗)k

i = (s∗k − xk)f
+. (2.14)

Now multiply by s∗kxj
and sum on k, to deduce:

λxj
= (s∗k − xk)s

∗k
xj

.

But then (
λ− |s

∗ − x|2
2

+
|x|2
2

)
xj

= s∗j (j = 1, . . . , n),

and so (2.11) again follows, for the potential φ∗ := λ− |s∗−x|2
2

+ |x|2
2

.
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3 Optimal mass transport, polar factorization

3.1 Solution of dual problem

The foregoing heuristics done with, we turn next to the task of proving rigorously the exis-
tence of an optimal mass allocation plan. We expect s∗ = Dφ∗ almost everywhere for some
convex potential φ∗, and the task is now really to deduce this. We will do so from the Kan-
torovich dual variational principle (1.16)– (1.18) introduced in §1. We hereafter concentrate
on the situation

dµ+ = f+dx, dµ− = f−dy, (3.1)

where f± are bounded, nonnegative functions with compact support, satisfying the mass
balance condition ∫

X

f+(x)dx =

∫
Y

f−(y) dy (3.2)

where, as always, X := spt (f+), Y := spt (f−). For the case at hand, the dual problem is
to find (u∗, v∗) so as to maximize

K[u, v] :=

∫
X

u(x)f+(x) dx +

∫
Y

v(y)f−(y) dy, (3.3)

subject to the constraint

u(x) + v(y) ≤ 1

2
|x− y|2 (x ∈ X, y ∈ Y ). (3.4)

We wish to take up tools from convex analysis, and for this must first change variables:{
φ(x) := 1

2
|x|2 − u(x) (x ∈ X)

ψ(y) := 1
2
|y|2 − v(y) (y ∈ Y ).

(3.5)

Note that now (3.4) says

φ(x) + ψ(y) ≥ x · y (x ∈ X, y ∈ Y ), (3.6)

and so the variational problem is then to minimize

L[φ, ψ] :=

∫
X

φ(x)f+(x) dx +

∫
Y

ψ(y)f−(y) dy, (3.7)

subject to the constraint (3.6).
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Lemma 3.1 (i) There exist (φ∗, ψ∗) solving this minimization problem.
(ii) Furthermore, (φ∗, ψ∗) are dual convex functions, in the sense that{

φ∗(x) = max
y∈Y

(x · y − ψ∗(y)) (x ∈ X)

ψ∗(y) = max
x∈X

(x · y − φ∗(x)) (y ∈ Y ).
(3.8)

Proof. 1. If φ, ψ satisfy (3.6), then

φ(x) ≥ max
y∈Y

(x · y − ψ(y)) =: φ̂(x) (3.9)

and

φ̂(x) + ψ(y) ≥ x · y (x ∈ X, y ∈ Y ). (3.10)

Consequently

ψ(y) ≥ max
x∈X

(x · y − φ̂(x)) =: ψ̂(y) (3.11)

and

φ̂(x) + ψ̂(y) ≥ x · y (x ∈ X, y ∈ Y ). (3.12)

As ψ ≥ ψ̂, (3.9) implies
max
y∈Y

(x · y − ψ̂(y)) ≥ φ̂(x).

This and (3.12) say

φ̂(x) = max
y∈Y

(x · y − ψ̂(y)). (3.13)

Since f± ≥ 0 and ψ ≥ ψ̂, φ ≥ φ̂, we see that L[φ̂, ψ̂] ≤ L[φ, ψ].
2. Consequently in seeking for minimizers of L we may restrict attention to convex dual

pairs (φ̂, ψ̂), as above. Such functions are uniformly Lipschitz continuous, and so, after
adding or subtracting constants, we can extract a uniformly convergent subsequence from
any minimizing sequence for L. We thereby secure an optimal, convex dual pair. ✷

3.2 Existence of optimal mass transfer plan

Let us now regard (3.8) as defining φ∗(x), ψ∗(y) for all x, y ∈ Rn. Then φ∗, ψ∗ : Rn → R are
convex, and consequently differentiable a.e. We demonstrate next that

s∗(x) := Dφ∗(x) (a.e. x ∈ X) (3.14)

solves the mass allocation problem.

12



Theorem 3.1 Define s∗ by (3.14). Then
(i) s∗ : X → Y is essentially one-to-one and onto.

(ii)
∫

X
h(s∗(x)) dµ+(x) =

∫
Y

h(y) dµ−(y) for each h ∈ C(Y ).

(iii) Lastly,
1

2

∫
X

|x− s∗(x)|2 dµ+(x) ≤ 1

2

∫
X

|x− s(x)|2 dµ+(x)

for all s : X → Y such that s#(µ+) = µ−.

Proof. 1. From the max-representation function (3.8) we see that s∗ = Dφ∗ ∈ Y a.e.
2. Fix τ > 0, and define the variations{

ψτ (y) := ψ∗(y) + τh(y) (y ∈ Y )

φτ (x) := max
y∈Y

(x · y − ψτ (y)) (x ∈ X). (3.15)

Then

φτ (x) + ψτ (y) ≥ x · y (x ∈ X, y ∈ Y ) (3.16)

and so
L[φ∗, ψ∗] ≤ L[φτ , ψτ ] =: i(τ).

As the mapping τ �→ i(τ) thus has a minimum at τ = 0,

0 ≤ 1

τ
(L[φτ , ψτ ]− L[φ∗, ψ∗])

=

∫
X

[
φτ (x)− φ∗(x)

τ

]
f+(x) dx +

∫
Y

h(y)f−(y) dy.
(3.17)

Now
∣∣φτ−φ∗

τ

∣∣ ≤ ‖h‖L∞ . Furthermore if we take yτ ∈ Y so that

φτ (x) = x · yτ − ψτ (yτ ), (3.18)

then

φτ (x)− φ∗(x) = x · yτ − ψ∗(yτ )− τh(yτ )− φ∗(x) ≤ −τh(yτ ). (3.19)

On the other hand, if we select y ∈ Y such that

φ∗(x) = x · y − ψ∗(y), (3.20)

then

φτ (x)− φ∗(x) ≥ x · y − ψ∗(y)− τh(y)− φ∗(x) = −τh(y). (3.21)
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Thus

− h(y) ≤ φτ (x)− φ∗(x)

τ
≤ −h(yτ ). (3.22)

If we take a point x ∈ X where s∗(x) := Dφ∗(x) exists, then (3.20) implies y = s∗(x).
Furthermore as τ → 0, yτ → s∗(x). Thus (3.17), (3.22) and the Dominated Convergence
Theorem imply ∫

X

h(s∗(x))f+(x) dx ≤
∫

Y

h(y)f−(y) dy.

Replacing h by −h, we deduce that equality holds. This is statement (ii).
3. Now take s to be any admissible mapping. Then∫

X

ψ∗(s(x))f+(x) dx =

∫
Y

ψ∗(y)f−(y) dy.

Since φ∗(x) + ψ∗(y) ≥ x · y, with equality for y = s∗(x), we consequently have

0 ≥
∫

X
[x · (s(x)− s∗(x))− φ∗(x) + φ∗(x)]f+(x) dx

=
∫

X
[x · (s(x)− s∗(x))]f+(x) dx.

This implies assertion (iii) of the Theorem: s∗ is optimal. ✷

This proof follows Gangbo [G] and Caffarelli [C4]. Another neat approach is due to
McCann [MC2]; he approximates the measures µ± by point masses, solves the resulting
discrete linear programming problem, and the passes to limits. See also Gangbo–McCann
[G-M1], [G-M2], McCann [MC4]. An interesting related work is Wolfson [W].

3.3 Polar factorization of vector fields

Assume next that U ⊂ Rn is open, bounded, with |∂U | = 0, and that r : U → R
n is a

bounded measurable mapping satisfying the nondegeneracy condition{
|r−1(N)| = 0 for each bounded Borel
set N ⊂ Rn, with |N | = 0.

(3.23)

Define the modified functional

L̂[φ, ψ] :=

∫
U

φ(r(y)) + ψ(y) dy, (3.24)

which we propose to minimize among functions (φ, ψ) satisfying

φ(x) + ψ(y) ≥ x · y. (3.25)
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Let (φ∗, ψ∗) solve this problem. Then taking variations as in the previous proof, we deduce∫
U

h(y) dy =

∫
U

h(Dφ∗(r(y)) dy

for all h ∈ C(U). Define now
s∗(x) := Dφ∗(r(x)).

Then s∗ is measure preserving and

r(x) = Dψ∗(s∗(x)). (3.26)

This is the polar factorization of the vector field r, as the composition of the gradient of a
convex function and a measure preserving mapping. ✷

This remarkable polar factorization was established by Brenier [B1], [B2], and the proof
later simplified by Gangbo [G]. (Brenier was motivated by problems in fluid mechanics,
which we will not discuss in this paper: see [B3].)

Remark. We can regard (3.26) as a nonlinear generalization of the Helmholtz decom-
position of a vector field into the sum of a gradient and a divergence-free field. To see this
formally, let a be a given vector field and write

r0 := id, s0 := id, ψ0 :=
|x|2
2

.

Set

r(τ) := r0 + τa (3.27)

for small |τ |. The polar factorization gives

r(τ) := Dψ(τ) ◦ s(τ), (3.28)

where ψ(τ) is convex, s(τ) is measure preserving, and we drop the superscript ∗. Next put

ψ(τ) = ψ0 + τb(τ), s(τ) = s0 + τc(τ) (3.29)

into (3.28), differentiate with respect to τ , and set τ = 0. We deduce

a = Db + c, (3.30)

for b = b(0), c = c(0). This is a Helmholtz decomposition of a, since

1 = det(Ds(τ)) = 1 + τdiv c + O(τ 2) (3.31)

implies div c = 0. ✷
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4 Regularity

4.1 Solving the Monge–Ampere equation

The mass allocation problem solved in §3 can be interpreted as providing a weak or gener-
alized solution to the Monge–Ampere PDE mapping problem:{

(a) f−(Dφ(x))detD2φ(x) = f+(x) (x ∈ X)
(b) Dφ maps X into Y .

(4.1)

Now and hereafter we omit the superscript ∗. Recall that we interpret (4.1)(a) to mean∫
X

h(Dφ(x))f+(x) dx =

∫
Y

h(y)f−(y) dy (4.2)

for each continuous function h.
There are, however, subtleties here. First of all, recall that since φ is convex, we can

interpret D2φ as a matrix of signed measures, which have absolutely continuous and singular
parts with respect to Lebesgue measure:

d[D2φ] = [D2φ]ac dx + d[D2φ]s (4.3)

(see for instance [E-G2]). We say φ is a solution of

f−(Dφ)det(D2φ) = f+ (4.4)

in the sense of Alexandrov if the identity (4.2) holds, and additionally

d[D2φ]s = 0, φ is strictly convex. (4.5)

4.2 Examples

But, as noted by L. Caffarelli [C5], the solution constructed in §3 need not solve (4.4) in
the Alexandrov sense. Consider first of all the situation that n = 2 and X is the unit disk
B(0, 1). Then s = Dφ, for

φ(x1, x2) = |x1|+
1

2
(x2

1 + x2
2),

optimally rearranges µ+ = χXdx into µ− = χY dy, where

Y = {(x1, x2) | 0 ≤ (x1 − 1)2 + x2
2, x1 ≥ 1}

∪ {(x1, xn) | 0 ≤ (x1 + 1)2 + x2
2, x1 ≤ −1}.
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s

X
Y

In this case D2φ has a singular part concentrated along {x1 = 0}. Caffarelli shows also
by a perturbation argument that if we replace Y by a connected set Yε, as drawn, with
|Yε| = |Y | = |X|, the optimal mapping sε still has a singularity.

sε   

Xε   Yε  

4.3 Interior regularity for convex targets

On the other hand Caffarelli also demonstrated that if the target Y is convex, the opti-
mal mapping s = Dφ is indeed regular. More precisely, assume that X, Y are bounded,
connected, open sets in Rn and

f+ : X → (0,∞), f− : Y → (0,∞)

are bounded above and below, away from zero.

Theorem 4.1 Assume Y is convex.

17



(i) Then an optimal mapping s = Dφ solves the Monge–Ampere equation

f−(Dφ)det(D2φ) = f+

in the Alexandrov sense, and φ is strictly convex.
(ii)In addition, φ ∈ C1,α

loc
(X) for some 0 < α < 1.

(iii) If f+, f− are continuous, then

φ ∈ W 2,p

loc
(X) for each 1 ≤ p <∞.

(iv) Finally if f+ ∈ Cβ(X), f− ∈ Cβ(Y ) for some 0 < β < 1, then

φ ∈ C2,α

loc
(X) for each 0 < α < β.

The idea of the proof is to show that φ : Rn → R is an Alexandrov solution of

λχX ≤ detD2φ ≤ ΛχX in Rn

for constants 0 < λ ≤ Λ, and to apply then the deep regularity theory developed in [C1],
[C2], [C3].

4.4 Boundary regularity for convex domain and target

Theorem 4.2 Assume both X, Y are convex.
(i) Then φ ∈ C1,α(X̄), ψ ∈ C1,α(Ȳ ) for some 0 < α < 1.
(ii) If, in addition, ∂X, ∂Y are smooth, then φ ∈ C2,α(X̄), ψ ∈ C2,α(Ȳ ).

These assertions have been proved independently by Urbas [U2] and Caffarelli [C6], [C7],
under slightly different hypotheses and using quite different techniques.

5 Application: Nonlinear interpolation

The next three sections discuss several new and interesting applications of the ideas set forth
above in §2-4.

We begin with a clever procedure, due to R. McCann [MC1], which resolves a uniqueness
problem in the calculus of variations. We consider a model for the equilibrium configuration
of an interacting gas. Take

P := {ρ : Rn → R | ρ ∈ L1(Rn), ρ ≥ 0 a.e.,

∫
Rn

ρ dx = 1} (5.1)
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to be the collection of mass densities, and to each ρ ∈ P associate the energy

E(ρ) :=

∫
Rn

ργ(x) dx +

∫
Rn

∫
Rn

ρ(x)V (x− y)ρ(y) dxdy. (5.2)

The first term

E1(ρ) :=

∫
Rn

ργ(x) dx

represents the internal energy, where γ > 1 is a constant. The second expression

E2(ρ) :=

∫
Rn

∫
Rn

ρ(x)V (x− y)ρ(y) dxdy

corresponds to the potential energy owing to interaction, where V : Rn → R is nonnegative
and strictly convex.

Suppose now ρ0, ρ1 ∈ P are both minimizers:

E(ρ0) = E(ρ1) = min
ρ∈P

E(ρ). (5.3)

A basic question concerns the uniqueness of these minimizers, up to translation invari-
ance. Now the usual procedure would be to take the linear interpolation of ρ0, ρ1 and to ask
if the mapping t �→ E((1− t)ρ1 + tρ0) is convex on [0, 1]. This is however false in general for
the example at hand. McCann instead employs the ideas of §2–3 to build a sort of “nonlinear
interpolation” between ρ0, ρ1. His idea is to take the convex potential φ such that

s#(ρ0) = ρ1, (5.4)

where

s = Dφ. (5.5)

Define then

ρt := ((1− t)id + ts)#ρ0 (0 ≤ t ≤ 1). (5.6)

This nonlinear interpolation between ρ0 and ρ1 in effect locates a realm of convexity for
E.

Theorem 5.1 The mapping t �→ E(ρt) is convex on [0, 1], and is strictly convex unless ρ1

is a translate of ρ0.
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Proof. 1. We first compute

E2(ρt) =

∫
Rn

∫
Rn

ρt(x)V (x− y)ρt(y) dxdy

=

∫
Rn

∫
Rn

ρ0(x)V ((1− t)(x− y) + t(s(x)− s(y))ρ0(y) dxdy.
(5.7)

As V is convex, the mapping t �→ E2(ρt) is convex.
2. Next, (5.6) implies

E1(ρt) =

∫
Rn

ργ
t (x) dx

=

∫
Rn

[
ρ0

det[(1− t)I + tDs]

]γ

det[(1− t)I + tDs] dx.

(5.8)

Now the matrix
At := (1− t)I + tDs = (1− t)I + tD2φ

is positive definite for 0 ≤ t < 1 and a.e. x. (In particular, where d[D2φ]s = 0.) Now if A is
a positive-definite, symmetric matrix, we have

(detA)1/n =
1

n
inf

B > 0
detB = 1

(A : B),

and thus A �→ (detA)1/n is concave for positive definite matrices. Consequently

α(t) := (det[(1− t)I + tDs])1/n is concave on [0, 1]. (5.9)

Now set
β(t) := α(t)n(1−γ) (0 ≤ t ≤ 1).

Then
β′′(t) = n(1− γ)(n− nγ − 1)α(t)n(1−γ)−2(α′)2

+n(1− γ)α(t)n(1−γ)−1α′′ ≥ 0,

since γ > 1. Thus

t �→ β(t) is convex on [0, 1]. (5.10)

Return to (5.8), which we rewrite to read

E1(ρt) =

∫
R

ρ0β(t) dx.
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It follows that t �→ E1(ρt) is convex.
3. To show a minimizer is unique up to translation, we go back to (5.7). As V is strictly

convex, the mapping t �→ E2(ρt) is strictly convex, unless x − y = s(x) − s(y) ρ0 a.e. Now
such strict convexity would violate the fact that ρ0, ρ1 are minimizers. Consequently

x− s(x) is independent of x, ρ0 a.e.,

and so ρ1 is a translate of ρ0. ✷

A related technique for understanding the equilibrium shape of crystals is presented in
McCann [MC3]. See also Barthe [Ba] for the derivation of various inequalities using mass
transport methods.

6 Application: Time-step minimization and nonlinear

diffusion

An interesting emerging theme in much current research is the interplay between Monge–
Kantorovich mass transform problems and partial differential equations involving time. A
nice example, based upon Otto [O1] and Jordan–Kinderlehrer–Otto [J-K-O1], [J-K-O2],
concerns a time-step minimization approximation to nonlinear diffusion equation.

Preparatory to describing this procedure, let us first define for the functions f+, f− ∈ P
the Wasserstein distance

d(f+, f−)2 := inf

{
1

2

∫
Rn

∫
Rn

|x− y|2 dµ(x, y)

}
, (6.1)

the infimum taken over all nonnegative Radon measure µ whose projections are dµ+ =
f+dx, dµ− = f−dy. In view of §1, d(f+, f−)2 is least cost of the Monge–Kantorovich mass
reallocation of µ+ to µ−, for c(x, y) = 1

2
|x− y|2.

6.1 Discrete time approximation

We next initiate a time stepping procedure, by first taking a small step size h > 0 and an
initial profile g ∈ P. We set u0 = g and then inductively define {uk}∞k=1 ⊂ P by taking
uk+1 ∈ P to minimize the functional

Nk(v) :=
d(v, uk)2

h
+

∫
Rn

β(v) dx (6.2)

among all v ∈ P. Here β : Rn → R is a given convex function, with superlinear growth. We
suppose ∫

Rn

β(u0) dx <∞. (6.3)

21



Convexity and weak convergence arguments show that there exists uk+1 ∈ P satisfying

Nk(u
k+1) = min

v∈P
Nk(v) (k = 0, . . . ). (6.4)

We can envision (6.2), (6.4) as a discrete, dissipation evolution, in which at step k+1 the
updated density uk+1 strikes a balance between minimizing the potential energy

∫
Rn β(v) dx

and the distance d(v,uk)2

2h
to the previous density at step k.

Taking v = uk on the right-hand side of (6.3), we have

d(uk+1, uk)2

2h
+

∫
Rn

β(uk+1) dx ≤
∫
Rn

β(uk) dx;

and so

1

2h

∞∑
k=1

d(uk+1, uk)2, max
k≥1

∫
Rn

β(uk+1) dx ≤
∫
Rn

β(u0) dx <∞. (6.5)

Next, define uh : [0,∞)→ P by setting tk = hk, uh(tk) = uk, and taking uh to be linear on
each time interval [tk, tk+1] (k = 0, 1, . . . ).

The basic question is this: what happens when the step size h goes to 0?

6.2 Euler–Lagrange equation

To gain some insight, we follow Otto [O1] to compute the first variation of the minimization
principle (6.4). For this, let us define

α(z) := β′(z)z − β(z) (z ∈ R) (6.6)

and also write

d(uk+1, uk)2 =
1

2

∫
Rn

∫
Rn

|x− y|2 dµk+1(x, y), (6.7)

where

projxµk+1 = uk+1dx, projyµk+1 = ukdy. (6.8)

In other words, the measure µk+1 solves the relaxed problem.

Lemma 6.1 Let ξ ∈ C∞c (Rn;Rn) be a smooth, compactly supported vector field. Then∫
Rn

∫
Rn

(x− y)

h
· ξ(x) dµk+1(x, y) =

∫
Rn

α(uk+1)div ξ dx. (6.9)
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Proof. 1. We employ ξ to generate a domain variation, as follows. First solve the ODE
 Φ̇ = ξ(Φ)

(
· =

d

dτ

)
Φ(0) = x,

(6.10)

and then write Φ = Φ(τ, x) to display the dependence of Φ on the parameter τ and the
initial point x. Then for each τ , the mapping x �→ Φ(τ, x) is a diffeomorphism. Thus for
small τ , we can implicitly define

uτ : Rn → R

by the formula

(detDΦ(x, τ))uτ (Φ(τ, x)) = uk+1(x). (6.11)

Clearly then ∫
Rn

uτ dx =

∫
Rn

uk+1 dx = 1.

Thus uτ ∈ P, and so

i(τ) := Nk(uτ ) has a minimum at τ = 0. (6.12)

2. Now if z = Φ(τ, x), then∫
Rn

β(uτ )dz =

∫
Rn

β(uk+1(detDΦ)−1)detDΦ dx.

Since d
dt

(detDΦ) = div ξ at τ = 0, we compute

d

dt

∫
Rn

β(uτ )dz|τ=0 = −
∫
Rn

α(uk+1)div ξ dx, (6.13)

owing to (6.6).
3. Next define µτ ∈Mk so that

1

2

∫
Rn

∫
Rn

|z − y|2 dµτ (z, y) =
1

2

∫
Rn

∫
Rn

|Φ(τ, x)− y|2 dµk+1(x, y).

Then for τ > 0:

1

τ
(d(uτ , u

k)2 − d(uk+1, uk)2) ≤ 1

2τ

∫
Rn

∫
Rn

(|Φ(τ, x)− y|2 − |x− y|2) dµk+1(x, y).

Let τ → 0+,

1

h
lim sup

τ→0+

[
d(uτ , u

k)2 − d(uk+1, uk)2

τ

]
≤

∫
Rn

∫
Rn

(x− y)

h
· ξ dµk+1.

Replacing ξ by −ξ and recalling (6.4), (6.12), we obtain (6.9). ✷
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6.3 Convergence

Let us suppose now that as h→ 0,

uh → u strongly in L1

loc(R
n × (0,∞)). (6.14)

Theorem 6.1 The function u is a weak solution of the nonlinear diffusion problem{
ut = ∆α(u) in Rn × (0,∞)

u = g on Rn × {t = 0}. (6.15)

Notice from (6.6) that
α′(z) = β′′(z)z ≥ 0 (z ≥ 0),

and so this nonlinear PDE is parabolic, corresponding to a nonlinear diffusion.

Proof. Let us fix ζ ∈ C∞c (Rn) and take ξ := Dζ. Then∣∣∣∣
∫
Rn

uk+1(x)ζ(x) dx −
∫
Rn

uk(y)ζ(y) dy −
∫
Rn

∫
Rn

(x− y) ·Dζ(x) dµk+1(x, y)

∣∣∣∣
=

∣∣∣∣
∫
Rn

∫
Rn

[ζ(x)− ζ(y)− (x− y) ·Dζ(x)] dµk+1

∣∣∣∣
≤ C

∫
Rn

∫
Rn

|x− y|2 dµk+1 = Cd(uk+1, uk)2

for some constant C. Consequently if φ ∈ C∞c (Rn × [0,∞)), the Lemma lets us estimate∣∣∣∣−
∫ ∞

0

∫
Rn

un
(φ(·, t + h)− φ(·, t))

h
dxdt −

∫ ∞

h

∫
Rn

α(uh)∆φ dxdt− 1

h

∫ h

0

∫
Rn

gφ dxdt

∣∣∣∣
≤ C

∞∑
k=1

d(uk+1, uk)2 ≤ Ch.

Owing then to (6.5),∫ ∞

0

∫
Rn

−uφt − α(u)∆φ dxdt−
∫
Rn

gφ(·, 0) dx = 0.

That this identity hold for all φ as above means u is a weak solution of the nonlinear diffusion
PDE. ✷

Remark. An interesting example is

β(z) = z log z (z > 0),
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in which case the term ∫
Rn

β(v)dx =

∫
Rn

v log v dx

corresponds to entropy, and
α(z) = β′(z)z − β(z) = z.

So the usual linear heat equation results from this time-stepping procedure. It is best, how-
ever, to continue to regard each uk as a density, which at each stage balances the Wasserstein
distance from the previous density against the entropy production. As explained in Jordan–
Kinderlehrer–Otto [J-K-O1], we can therefore envision the individual approximations uk as
something like “Gibbs states”, in a sort of local equilibrium. ✷

7 Application: Semigeostrophic models in meteorol-

ogy

In this section we explain the remarkable connections between Monge–Kan-torovich the-
ory and the so-called semigeostrophic equations from meteorology, a model for large scale,
stratified atmospheric flows with front formation. The most accessible reference for mathe-
maticians is Cullen–Norbury–Purser [C-N-P] (but see also [C-P1],[C-P2],[C-P3],[C-S].)

7.1 The PDE in physical variables

In this system of PDE there are seven unknowns:


vg = (v1
g , v

2
g , 0) = geostrophic wind velocity

va = (v1
a, v

2
a, v

3
a) = ageostrophic wind velocity

p = pressure

θ = potential temperature,

(7.1)

defined in X × [0,∞), X denoting a fixed region in R3. We also set

v := vg + va = total wind velocity.

Write x = (x1, x2, x3) ∈ R3, Dx =
(

∂
∂x1

, ∂
∂x2

, ∂
∂x3

)
, and define the convective derivative

Dx

Dt
:=

∂

∂t
+ v ·Dx =

∂

∂t
+ v1 ∂

∂x1

+ v2 ∂

∂x2

+ v3 ∂

∂x3

. (7.2)
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The semigeostrophic equations are then these seven equations:


(i)
Dxv

1
g

Dt
− v2

a = 0,
Dxv

2
g

Dt
+ v1

a = 0

(ii)
Dxθ

Dt
= 0

(iii) div(v) = 0

(iv) Dxp = (v2
g ,−v1

g , θ),

(7.3)

where we have set all physical parameters to 1. The equations (i) represent a simplification of
the full Euler equations in regimes where centrifugal forces dominate, and (ii) is the passive
transport of the potential θ with the flow. The equality (iii) of course means incompressibility.
The first two components of (iv) embody the definition of the geostrophic wind vg and the
last is the definition of θ. Observe that v1

a, v
2
a are defined by (i) and that v3

a enters the system
of PDE only through (iii).

We couple (7.3) with appropriate initial conditions and the boundary condition

v · ν = 0 on ∂U, (7.4)

ν being the outward unit normal along ∂U .

7.2 The PDE in dual variables

The system (7.3) is quite complicated, but its structure clarifies under an appropriate change
of variable. We hereafter introduce new functions

y = (y1, y2, y3) := (x1 + v2
g , x2 − v1

g , θ) (7.5)

and

s := det(Dxy). (7.6)

Then (7.3)(i),(ii) transform to read

Dxy

Dt
= vg, (7.7)

and

Dxs

Dt
= 0. (7.8)

We have in mind next to change to new independent variables y = (y1, y2, y3). To do so
introduce

φ :=
1

2
(x2

1 + x2
2) + p. (7.9)
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Then

y = Dxφ. (7.10)

Consequently (7.6) says

s = det(D2
xφ). (7.11)

We assume φ is convex, and write ψ for its convex dual, ψ = ψ(y). Then

x = Dyψ, (7.12)

for x = (x1, x2, x3). If we write

r := det(Dyx) = det(D2
yψ), (7.13)

then using (7.7), (7.8) we can compute

Dyr

Dt
= 0, (7.14)

where

Dy

Dt
:=

∂

∂t
+ vg ·Dy =

∂

∂t
+ v1

g

∂

∂y1

+ v2
g

∂

∂y2

. (7.15)

X

Y(t) 

x1  

x3 

x2  

y1  

y3  

y2 

x=Dψ(y)  

y=Dφ(x)  

Now let Y (t) denote the range of Dxφ : X → R
3, at time t. Then we can in summary

rewrite (7.13), (7.14) to read


(i) rt + div(rw) = 0

(ii) w = (ψy2 − y2,−(ψy1 − y1), 0) in Y (t)× [0,∞)

(iii) det(D2ψ) = r,

(7.16)
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where we have set w := vg. The additional requirement is

Dψ ∈ X. (7.17)

The system (7.16) is a sort of time-dependent Monge–Ampere equation involving the
moving free boundary ∂Y (t). Perhaps more interestingly, (7.16) is an obvious variant of the
vorticity formulation of the two-dimensional Euler equations


(i) ωt + div(ωv) = 0

(ii) v = (−ψx2 , ψx1) in R2 × [0,∞).

(iii) ∆ψ = ω,

(7.18)

where ψ is the stream function, and ω the scalar vorticity. Roughly speaking, the system
(7.18) is a linearization of (7.16).

F. Otto [O2] and Benamou–Brenier [Be-B1] have shown the existence of a weak solution of
(7.16), making use of the pair (φ, ψ) in the sense of the Monge–Kantorovich theory discussed
above. One interpretation is that while r,w evolve on an “order-one” time scale, there is an
optimal Monge–Kantorovich rearrangement of air parcels on a “fast” time scale. See also
Brenier [B4].

7.3 Frontogenesis

We can informally interpret the dynamics (7.16) as supporting the onset of “fronts”, i.e.
surfaces of discontinuity in the velocity and temperature.

To understand this, suppose X, Y (0) are uniformly convex, and for simplicity take r ≡ 1.
Then (7.16)(i) is trivial and we can understand (7.16)(ii), (iii) as a law of evolution of ∂Y (t).
Suppose for heuristic purposes that ∂Y (t) remains smooth. Then owing to the regularity
theory (§4) ψ(·, t) will be smooth for each t ≥ 0. But since Y (t) is changing shape, it is
presumably possible that Y (t) is no longer convex at some sufficiently large time t.

Then the regularity theory from §4 no longer applies to φ(·, t). We may consequently
expect that although ψ(·, t) remains smooth, φ(·, t) will not.
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y=Dφ(x)  

x=Dψ(y)  

X

Y(t)

Far from being a defect, the advent of singularities of φ(·, t) in the physical variables
x = (x1, x2, x3) is a definite advantage in the model. As discussed in Cullen [C], the me-
teorologists wish to model how fronts arise in large scale weather patterns. Tracking these
fronts, that is, thin regions across which there are large variations in wind and tempera-
ture, is a central goal, and the semigeostrophic equations provide a plausible mechanism
for frontogenesis. An interesting physical rationale occurs in [C], where the author points
out that such discontinuities are contact discontinuities in the sense of fluid mechanics: this
means that the air parcels move parallel to, and not across, them. Obviously in regions
of rapid temperature and wind change the approximations which transform the full Euler
equations into the semigeostrophic PDE are very suspect. But, since the proposed fronts
are contact discontinuities, most of the air mass stays away from such regions, and so the
various approximations should overall be pretty good.

There are extremely interesting mathematical problems here, which have only in small
part been studied. There are likewise many issues concerning computing these flows: see
Benamou [Be1],[Be2] and Benamou–Brenier [Be-B2] for this.

Part II: Cost = Distance

8 Heuristics

For the rest of this paper we turn attention to the nonuniformly convex cost density

c(x, y) = |x− y| (x, y ∈ Rn). (8.1)

The task now is to find an optimal mass transfer plan s∗ solving Monge’s original problem
(1.5), where

I[s] :=

∫
Rn

|x− s(x)| dµ+(x) (8.2)
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for s ∈ A, the admissible class of measurable, one-to-one maps of Rn which push µ+ to µ−.
It will turn out that the nonuniform convexity of the cost density (8.1) defeats any simple

attempt to modify the techniques described before in §2–7. We will therefore first of all need
some new insights, to help us sort out the structure of optimal mass allocations.

8.1 Geometry of optimal transport

As in §2 we start with heuristics, our intention being to read off useful information from a
“twist variation”.

So assume that s∗ ∈ A minimizes (8.2). Fix then m ≥ 2, select any points {xk}mk=1 ⊂
X = spt (µ+), and small balls Ek := B(xk, rk), the radii selected so that µ+(E1) = · · · =
µ+(Em) = ε. Next set yk = s∗(xk), Fk := s∗(Ek), and finally fix an integer l ≥ 1. Similarly
now to the construction in §2, we build s ∈ A so that


s(xk) = yk+l, s(Ek) = Fk+l

s ≡ s∗ on X −
m⋃

k=1

Ek,

where we compute the subscripts mod m. As in §2 we deduce from the inequality I[s∗] ≤ I[s]
that

m∑
k=1

|xk − yk| ≤
m∑

k=1

|xk − yk+l|. (8.3)

We as follows draw a geometric deduction from (8.3). Take any closed curve C lying in
X = spt (µ+), with constant speed parameterization {r(t) | 0 ≤ t ≤ 1}, r(0) = r(1). Let
xk := r

(
k
m

)
be m equally spaced points along C.

Fix τ > 0. Then using (8.3) and letting m→∞, l
m
→ τ , we deduce:∫ 1

0

|r(t)− s∗(r(t))|dt ≤
∫ 1

0

|r(t)− s∗(r(t + τ))|dt

=

∫ 1

0

|r(t− τ)− s∗(r(t))|dt =: i(τ).

Hence i(·) has a minimum at τ = 0, and so

0 = i′(0) = −
∫ 1

0

[r(t)− s∗(r(t))] · r′(t)
|r(t)− s∗(r(t))| dt.

This is to say, ∫
C

ξ · dr = 0, (8.4)
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for the vector field

ξ(x) :=
s∗(x)− x

|s∗(x)− x| .

As (8.4) holds for all closed curves C, we conclude that ξ is a gradient:

s∗(x)− x

|s∗(x)− x| = −Du∗(x) (8.5)

for some scalar mapping u∗ : Rn → R, which solves the eikonal equation

|Du∗| = 1 (8.6)

on X = spt(µ+). In other words, the direction s∗ maps each point x is given by the gradient
of a potential:

s∗(x) = x− d∗(x)Du∗(x).

Note very carefully however that this deduction provides absolutely no information about
the distance d∗(x) := |s∗(x)− x|.

Remark. The foregoing insights were first discovered by Monge, based upon completely
different, geometric arguments concerning developable surfaces. See Monge [M], Dupin [D].
Monge’s and his students’ investigations of this problem lead to many of their foundational
discoveries in differential geometry: see for instance Struik [St]. ✷

8.2 Lagrange multipliers

It is interesting to see also a formal, analytic derivation of (8.5), (8.6). The following com-
putations are essentially those of Appell [A], from the turn of the century.

We assume for this that dµ+ = f+dx, dµ− = f−dy for smooth densities f±. The
augmented work functional is

Ĩ[s] :=

∫
Rr

|x− s(x)|f+(x) + λ(x)[f−(s(x))det(Ds(x))− f+(x)] dx,

where λ is the Lagrange multiplier for the constraint f+ = f−(s)det(Ds). The first variation
is

(λf−(s∗)(cofDs∗)k
i )xi

=
s∗k − xk

|s∗ − x| f
+(x) + λf−yk

(s∗)detDs∗.

Simplifying as in §2, we deduce

λxj =
s∗k − xk

|s∗ − x| s
∗k
xj

(j = 1, . . . , n).
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Next define u∗ by
u∗(s∗(x)) = −λ(x).

Then

u∗yk
s∗kxj

= −λxj =
s∗k − xk

|s∗ − x| s
∗k
xj

.

As Ds∗ is invertible, we see

Du∗(s∗(x)) = − s∗ − x

|s∗ − x| .

But Du∗(s∗(x)) = Du∗(x), and so (8.5), (8.6) again follow.

Remark. It is instructive to compare and contrast the heuristics of this section with
those in §2. The argument based upon the “twist variation” in §8.1 is more general than
that using cyclic monotonicity in §2.1, and adapts without trouble to a general cost density
c(x, y). The conclusion is then that

Dxc(x, s∗(x)) = Du∗(x) for some scalar potential function u∗. (8.7)

Now if we can invert (8.7), to solve for s∗ in terms of Du∗, we thereby derive a structural
formula for an optimal mapping. Much of the interest in (8.1) is precisely that this inversion
is not possible if c is not uniformly convex. ✷

9 Optimal mass transport

9.1 Solution of dual problem

Our intention now is to transform the foregoing heuristic calculations into a proof of the
existence of an optimal mapping s∗, where we expect

s∗(x) = x− d∗(x)Du∗(x) (9.1)

for some potential u∗, with |Du∗(x)| = 1 and so d∗(x) = |s∗(x)− x|.
We turn to the case

dµ+ = f+dx, dµ− = f−dy (9.2)

where f± are bounded, nonnegative functions with compact support, satisfying the mass
balance compatibility condition ∫

X

f+(x) dx =

∫
Y

f−(y) dy (9.3)

where X = spt(f+), Y = spt(f−).
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We further remember the dual problem (§1), which asks us to find (u∗, v∗) to maximize

K[u, v] :=

∫
X

u(x)f+(x) dx +

∫
Y

v(y)f−(y) dy (9.4)

subject to

u(x) + v(y) ≤ |x− y| (x ∈ X, y ∈ Y ). (9.5)

Lemma 9.1 (i) There exist (u∗, v∗) solving this maximization problem.
(ii) Furthermore, we can take

v∗ = −u∗, (9.6)

where u∗ : Rn → R is Lipschitz continuous, with

|u∗(x)− u∗(y)| ≤ |x− y| (x, y ∈ Rn). (9.7)

Proof. 1. If u, v satisfy (9.5), then

u(x) ≤ inf
y∈Y

(|x− y| − v(y)) =: û(x) (9.8)

and
û(x) + v(y) ≤ |x− y| (x ∈ X, y ∈ Y ).

Therefore

v(y) ≤ min
x∈X

(|x− y| − û(x)) =: v̂(y) (9.9)

and

û(x) + v̂(y) ≤ |x− y| (x ∈ X, y ∈ Y ). (9.10)

Furthermore, since v̂ ≥ v, (9.8) implies

û(x) ≥ min
y∈Y

(|x− y| − v̂(y));

and so (9.10) implies

û(x) = min
y∈Y

(|x− y| − v̂(y)). (9.11)

Since f± ≥ 0 and û ≥ u, v̂ ≥ v we see that K[u, v] ≤ K[û, v̂].
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2. Thus in seeking to maximize K we may restrict attention to “dual” pairs (û, v̂), as
above. But then

û + v̂ = 0 on X ∩ Y. (9.12)

To see this, take z ∈ X ∩ Y (if X ∩ Y �= ∅), and suppose

û(z) + v̂(z) < 0. (9.13)

Take x ∈ X, y ∈ Y so that {
û(z) = |z − y| − v̂(y)

v̂(z) = |x− z| − û(x).

Rearrange and add:

|x− z|+ |z − y| = û(x) + v̂(y) + û(z) + v̂(z)

< û(x) + v̂(y) by (9.13)

≤ |x− y| by (9.10).

This contradiction shows û + v̂ ≥ 0 on X ∩Y . As (9.10) clearly implies û + v̂ ≤ 0 on X ∩Y ,
assertion (9.12) follows.

3. In view of (9.12) let us extend the definition of û by setting

û := −v̂ on Y.

Then (9.10) reads
û(x)− û(y) ≤ |x− y| (x ∈ X, y ∈ Y ).

Finally it is an exercise to check that we can extend û to all of Rn, so that

|û(x)− û(y)| ≤ |x− y| (x, y ∈ Rn).

Our problem is thus to maximize

K[u] :=

∫
Rn

u(f+ − f−) dz, (9.14)

subject to the Lipschitz constraint

|u(x)− u(y)| ≤ |x− y| (x, y ∈ Rn). (9.15)

This problem clearly admits a solution u∗, and we define v∗ := −u∗ to obtain a pair solving
the original dual problem. ✷

Note that the Lipschitz condition implies that Du∗ exists a.e. in Rn, with

|Du∗| ≤ 1 a.e. .

We further expect
|Du∗| = 1 a.e. on X ∪ Y.
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9.2 Existence of optimal mass transfer plan

We wish next to employ u∗ to build an optimal mass allocation mapping s∗. This is not so
easy as in the uniformly convex case that c(x, y) = 1

2
|x − y|2, discussed in §3. The central

problem is that although we expect s∗ to have the structure (9.1) there is still an unknown,
namely the distance d∗(x) = |s∗(x)− x| that the point x should move: Du∗(x) tells us only
the direction.

This problem was solved by Sudakov [Su] using rather subtle measure theoretic techniques
(but see also the comments in Ambrosio [Am].). In keeping with the overall theme of this
paper, we will here discuss instead an alternative, differential-equations-based procedure,
from [E-G1]. Our argument introduces some useful ideas, but is really complicated. Far
better proofs have been recently found by Trudinger–Wang [T-W] and [C-F-M] Caffarelli–
Feldman–McCann.

To repeat, the basic issue is that we must somehow extract the missing information about
the distance d∗(x) = |s∗(x)− x| from the variational problem (9.14), (9.15). It is convenient
in doing so to introduce some standard notion from convex analysis. Let us set

K := {u ∈ L2(Rn) | |Du| ≤ 1 a.e.} (9.16)

and

I∞[u] :=

{
0 if u ∈ K
+∞ otherwise.

(9.17)

Then u∗ minimizes K[·] over K. The corresponding Euler Lagrange equation is

f+ − f− ∈ ∂I∞[u∗]; (9.18)

that is,
I∞[v] ≥ I∞[u∗] + (f+ − f−, v − u∗)L2

for all v ∈ L2(Rn).
We need firstly to convert (9.18) into more concrete form:

Lemma 9.2 Assume additionally that f± are Lipschitz continuous.
(i) Then there exists a nonnegative L∞ function a such that

− div(aDu∗) = f+ − f− in Rn. (9.19)

(ii) Furthermore
|Du| = 1 a.e. on the set {a > 0}.
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We call a the transport density. The PDE (9.19) looks linear, but is not: the function a is
the Lagrange multiplier corresponding to the constraint |Du∗| ≤ 1, and is a highly nonlinear
and nonlocal function of u∗. On the other hand once u∗ is known, (9.19) can be thought of
as a linear, first-order PDE for a.

Outline of Proof. Take n + 1 ≤ p <∞. We approximate by the quasilinear PDE

− div(|Dup|p−2Dup) = f+ − f−, (9.20)

which corresponds to the problem of maximizing

Kp[u] :=

∫
Rn

u(f+ − f−)− 1

p
|Du|p dz.

A maximum principle argument shows that

sup
p
|up|, |Dup|, |Dup|p ≤ C <∞

for some constant C. (Cf. Bhattacharya–DiBenedetto–Manfredi [B-B-M].)
It follows that there exists a sequence pk →∞ such that


upk
→ u∗ locally uniformity

Dupk
→ Du∗ boundedly, a.e.

|Dupk
|p−2 ⇀ a weakly ∗ in L∞.

Then passing to limits in (9.20) we obtain (9.19). ✷

As noted above, a is the Lagrange multiplier from the constraint |Du∗| ≤ 1. It turns out
furthermore that a in fact “contains” the missing information as to the distance d∗(x).

The recipe is to build s∗ by solving a flow problem involving Du∗, a, etc. So fix x ∈ X
and consider the ODE {

ż(t) = b(z(t), t) (0 ≤ t ≤ 1)

z(0) = x,
(9.21)

for the time-varying vector field

b(z, t) :=
−a(z)Du∗(z)

tf−(z) + (1− t)f+(z)
. (9.22)

Ignore for the moment that a, Du∗ are not smooth (or even continuous in general) and that
we may be dividing by zero in (9.22). Proceeding formally then, let us write

s∗(x) = z(1), (9.23)

the time-one map of the flow.
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Theorem 9.1 Define s∗ by (9.23). Then
(i) s∗ : X → Y is essentially one-to-one and onto.
(ii)

∫
X

h(s∗(x)) dµ+(x) =
∫

Y
h(y) dµ−(y) for each h ∈ C(Y ).

(iii) Lastly, ∫
X

|x− s∗(x)| dµ+(x) ≤
∫

X

|x− s(x)| dµ+(x)

for all s : X → Y such that s#(µ+) = µ−.

Outline of Proof. 1. Write

s(t, x) := z(t) (0 ≤ t ≤ 1),

J(z, t) := detDs(z, t).

Then Jt = (div b)J ; and so, following Dacorogna–Moser [D-M], we may compute

∂

∂t
[(tf−(s(z, t)) + (1− t)f+(s(z, t)))J(z, t)]

= (f− − f+)J + (tDf− · st + (1− t)Df+ · st)J

+(tf− + (1− t)f+)Jt

= [(f− − f+) + (tDf− · b + (1− t)Df+ · b)

+(tf− + (1− t)f+)div b]J.

(9.24)

But in view of (9.19), (9.22):

div b =
f+ − f−

tf− + (1− t)f+
+

(tDf− + (1− t)Df+) · (aDu∗)

(tf− + (1− t)f+)2

=
f+ − f− − (tDf− + (1− t)Df+) · b

tf− + (1− t)f+
.

Consequently the last term in (9.24) is zero, and hence

f−(s∗)detDs∗ = f+.

This confirms assertion (ii).
2. We next verify s∗ is optimal. For this, take s to be any admissible mapping.
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Then ∫
X

|x− s∗(x)| dµ+(x) =

∫
X

[u∗(x)− u∗(s∗(x))]f+(x) dx

=

∫
X

u∗f+ −
∫

Y

u∗f− dy

=

∫
X

[u∗(x)− u∗(s(x))]f+(x) dx

≤
∫

X

|x− s(x)|f+(x) dx.

✷

This “Theorem” should of course really be in quotes, since the “proof” just outlined is
purely formal. In reality neither a nor Du∗ nor f± are smooth enough to justify these com-
putations. A careful proof is available in [E-G1]: the full details are extremely complicated,
involving a very careful smoothing of u∗. The proof requires as well the additional conditions
that ∂X, ∂Y are nice and X ∩Y = ∅, although these requirements are presumably not really
necessary.

Remark. A nice paper by Cellina and Perrotta [C-P] discusses somewhat related issues.
Jensen [Je] considers the subtle problem of what happens to the approximations up within
the regions {f+ ≡ f− ≡ 0}, in the limit p→∞.

More on the connections with optimal flow problems may be found in Iri [I] and Strang
[S1], [S2]. ✷

9.3 Detailed mass balance, transport density

For reference later we record here some properties of the optimal potential u∗ and transport
density a, proved in [E-G1].

First a.e. point x ∈ X lies in a unique maximal line segment Rx along which u∗ decreases
linearly at rate one. We call Rx the transport ray through x. The idea is that we move the
point x “downhill” along Rx to y = s∗(x), and the ODE (9.21), (9.22) tells us how far to go.

X

Ya0 

b0 

x

y=s(x) 

Rx  
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Next we note that these transport rays subdivide X and Y into subregions of equal µ+, µ−

measure.

Lemma 9.3 Let E ⊂ Rn be a measurable set with the property that for each point x ∈ E,
the full transport ray Rx also lies in E. Then∫

X∩E

f+ dx =

∫
Y ∩E

f− dy. (9.25)

We call (9.25) the detailed mass balance relation. It asserts that the line segments along
which u∗ changes linearly with slope one naturally partition X and Y into subregions of
equal masses. This must be so if our transport scheme (9.23) is to work.

Outline of Proof. We provide an interesting, but purely heuristic, derivation of a somewhat
weaker statement. The trick is to employ a Hamilton–Jacobi PDE to generate a variation
for the maximization principle (9.14), (9.15).

For this, take H : Rn → R to be any smooth Hamiltonian. We solve then the initial-value
problem: {

wt + H(Dw) = 0 in Rn × {t > 0}
w = u∗ on Rn × {t = 0}. (9.26)

Now the mapping t → w(·, t) is a contraction in the sup-norm, and therefore for each time
t > 0:

‖Dw(·, t)‖L∞ ≤ ‖Du∗(·, t)‖L∞ ≤ 1.

Hence w(·, t) is a valid competitor in the variational principle. Since u∗ solves (9.14), (9.15)
and w(·, 0) = u∗, it follows that

i(t) ≤ i(0) (t ≥ 0),

where

i(t) :=

∫
Rn

w(·, t)(f+ − f−)dz.

Hence i′(0) ≤ 0. In view of (9.26) therefore,∫
Rn

H(Du∗)(f+ − f−)dz = −i′(0) ≥ 0.

Replacing H by −H, we conclude that∫
Rn

H(Du∗)(f+ − f−)dz = 0 (9.27)
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for all smooth H : Rn → R.
Taking H to approximate χA, where A ⊂ Sn−1, we deduce from (9.27) that the detailed

mass balance holds for the particular set E := {z | Du∗(z) ∈ A}. ✷

This proof is not really rigorous as u∗, w are not smooth enough to justify the stated
computations. See e.g. [E-G1] for a careful proof.

It is also useful to understand how smooth the transport density is along the transport
rays, and we also need to check that the ODE flow (9.21) does not “overshoot” the endpoints.

Lemma 9.4 (i) For a.e. x, the transport density a, restricted to Rx, is locally Lipschitz
continuous.

(ii) Furthermore,
lim

z→a0,b0
z∈Rx

a(z) = 0,

where a0, b0 are the endpoints of Rx.

The first calculations in the literature related to assertion (ii) seem to be those of Janfalk
[J].

Remark. The argument discussed above introduces various ideas useful in the following
applications, but is very complicated in detail. Far superior, and much shorter, proofs
have been independently found by Trudinger–Wang [T-W] and [C-F-M] Caffarelli–Feldman–
McCann. A clear proof is also available in Ambrosio [Am]. ✷

10 Application: Shape optimization

The ensuing three sections describe some applications extending the ideas set forth in §8,9.
As a first application, we discuss the following shape optimization problem. Suppose we

are given two nonnegative Radon measures µ± on Rn, with µ+(Rn) = µ−(Rn). Think of µ+

as giving the density of a given electric charge. We interpret Rn as an insulating medium,
into which we place a fixed amount of some conducting material, whose conductivity (=
inverse resistivity) is described by a nonnegative measure σ. We imagine then the resulting
steady current flow within Rn from µ+ to µ−, and ask if we can optimize the placement of
the conducting material so as to minimize the heating induced by the flow.

To be more precise, consider the admissible class

S = {nonnegative Radon measures σ on Rn | σ(Rn) = 1}

and think of each σ ∈ S as describing how to arrange a unit quantity of conducting material
within Rn. Corresponding to each σ ∈ S and scalar function v ∈ C∞c (Rn) we define

E(σ, v) :=
1

2

∫
Rn

|Dv|2 dσ −
∫
Rn

v d(µ+ − µ−). (10.1)
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Then

E(σ) := inf{E(σ, v) | v ∈ C∞c (Rn)} (10.2)

represents the negative of the Joule heating (= energy dissipation) corresponding to the
given conductivity. If there exists v ∈ C∞c (Rn) giving the minimum, then

− div(σDv) = µ+ − µ− in Rn; (10.3)

that is, ∫
Rn

Dv ·Dw dσ =

∫
Rn

w d(µ+ − µ−)

for each w ∈ C∞c (Rn). We can interpret{
v = electrostatic potential, e = −Dv = electric field,
j = σe = current density (by Ohm’s law).

We now ask: Can we find σ∗ ∈ S to maximize E(σ)? In other words, is there an optimal
way to arrange the given amount of conductivity material so as to minimize the heating?

Following Bouchitte–Buttazzo–Seppechere [B-B-S], we introduce the related Monge–Kan-
torovich dual problem of maximizing ∫

Rn

u d(µ+ − µ−) (10.4)

among all u : Rn → R, with

|u(x)− u(y)| ≤ 1 (x, y ∈ Rn). (10.5)

Lemma 10.1 (i) There exists u∗ solving (10.4), (10.5).
(ii) Furthermore, there exists α∗ ∈ A such that{

−div(α∗Du∗) = µ+ − µ−

|Du∗| = 1 α∗ a.e.
(10.6)

This is clearly a generalization of our work in §9. Note carefully that since α∗ is merely
a Radon measure, and thus may be in part singular with respect to n-dimensional Lebesgue
measure, care is needed in interpreting the PDE in (10.6): see [B-B-S].

Now set {
σ∗ := (α∗(Rn))−1α∗

v∗ := α∗(Rn)u∗
(10.7)
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Then σ∗ ∈ S and

− div(σ∗Dv∗) = µ+ − µ− in Rn. (10.8)

We claim now that

E(σ∗) = max
σ∈S

E(σ). (10.9)

For this we invoke another duality principle, namely

E(σ) = sup

{
−1

2

∫
Rn

|e|2 dσ | div(σe) = µ+ − µ−
}

. (10.10)

Now if u satisfies (10.5) and div(σe) = µ+ − µ−, then∫
Rn

u d(µ+ − µ−) = −
∫
Rn

Du · e dσ

≤
(∫

Rn

|Du|2 dσ

)1/2 (∫
Rn

|e|2 dσ

)1/2

≤
(∫

Rn

|e|2 dσ

)1/2

,

since |Du| ≤ 1 and σ(Rn) = 1. Taking the suprema over all u, we deduce

−1

2

∫
Rn

|e|2 dσ ≤ −1

2
α∗(Rn)2.

In light of (10.10), then

E(σ) ≤ −1

2
α∗(Rn). (10.11)

But since |Du∗| = 1 σ∗ a.e., we compute for e∗ := −Dv∗ that

E(σ∗) ≥ −1

2

∫
Rn

|e∗|2 dσ∗ = −1

2
α∗(Rn)2.

According then to (10.11), σ∗ is optimal.

Remark. Results strongly related to these are to be found in earlier work of Iri [I] and
Strang [S1], [S2]. ✷
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11 Application: Sandpile models

As a completely different class of applications, we next introduce some physical “sandpile”
models evolving in time, for which we can identify a Monge–Kantorovich mass transfer
mechanism on a “fast” time scale. In the following examples we regard u as the height
function of our sandpiles: the constraint

|Du| ≤ 1 (11.1)

is everywhere imposed, and has the physical meaning that the sand cannot remain in equilib-
rium if the slope anywhere exceeds the angle of repose π/4. We will later reinterpret (11.1)
as the Monge–Kantorovich constraint: the interplay of these interpretations animates much
of the following. The exposition is based in part upon the interesting papers of Prigozhin
[P1], [P2], [P3], and also upon [E-F-G], [A-E-W], [E-R].

11.1 Growing sandpiles

As a simple preliminary model, suppose that the function f ≥ 0 is a source term, representing
the rate that sand is added to a sandpile, whose initial height is zero. We then have ut = f
in any region where the constraint (11.1) is active. But if adding more sand at some location
would break the constraint, we may imagine the newly added sand particles “to roll downhill
instantly”, coming to rest at new sites where their addition maintains the constraint.

We propose as a model for the resulting evolution:{
f − ut ∈ ∂I∞[u] (t > 0)

u = 0 (t = 0),
(11.2)

the functional I∞[·] defined in §9. The interpretation is that at each moment of time, the
mass dµ+ = f+(·, t)dx is instantly and optimally transported downhill by the potential u(·, t)
into the mass dµ− = ut(·, t)dy. In other words the height function u(·, t) of the sandpile is
deemed also to be the potential generating the Monge–Kantorovich reallocation of f+dx to
utdy. This requirement forces the dynamics (11.2).

Example: Interacting sandcones. Consider, for example, the case that mass is added
only at fixed sites:

f =
m∑

k=1

fk(t)δdk
, (11.3)

where fk > 0. In this case we expect the height function u to be the union of interacting
sandcones:

u(x, t) = max{0, z1(t)− |x− d1|, . . . , zm(t)− |x− dm|}. (11.4)
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Owing to conservation of mass, we expect the cone heights z(t) = (z1(t), . . . , zm(t)) to solve
the coupled system of ODE 

 żk(t) =
fk(t)

|Dk(t)|
(t ≥ 0)

zk(0) = 0

(11.5)

for k = 1, . . . , m, where |Dk(t)| denotes the measure of the set Dk(t) ⊂ Rn on which the k-th
cone determines u:

Dk(t) = {x ∈ Rn | zk(t)− |x− dk| > 0, zl(t)− |x− dl| for l �= k}. (11.6)

These ODE were originally derived by Aronsson [AR1].
Let us confirm that (11.4)–(11.6) give the solution of (11.2), in the case of point sources

(11.3). To check (11.2) we must show at each time t ≥ 0 that

I∞[u] + (f − ut, v − u)L2 ≤ I∞[v] (11.7)

for all v ∈ L2(Rn). Now I∞[u(·, t)] = 0, and if I∞[v] = +∞, then (11.7) is obvious. So we
may as well assume I∞[v] = 0; that is,

|Dv| ≤ 1 a.e. (11.8)

The problem now is to show that

(f − ut(·, t), v − u(·, t))L2 ≤ 0. (11.9)

Owing to (11.3) and (11.4), the term on the left means

m∑
k=1

fk(t)(v(dk)− u(dk, t))−
∞∑

k=1

∫
Dk(t)

żk(t)(v(x)− u(x, t)) dx.

Consequently the ODE (11.5) means that we must show

m∑
k=1

fk(t)

∫
−

Dk(t)

v(dk)− v(x) dx ≤
m∑

k=1

fk(t)

∫
−

Dk(t)

u(dk, t)− u(x, t) dx,
(11.10)

the slash through the integral signs denoting average. But (11.10) is easy: in light of (11.8)
and (11.4), we have

v(dk)− v(x) ≤ |dk − x| = u(dk, t)− u(x, t)

on Dk(t). ✷
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11.2 Collapsing sandpiles

The dynamics (11.2) model “surface flows” for sandpiles: once a sand grain is added, rolls
downhill and comes to rest, it never again moves. It is therefore interesting to modify this
model to allow for “avalanches”.

In view of the approximation in §9 of the term ∂I∞[u] by the p-Laplacian operator
−div(|Du|p−2Du), we propose now to investigate the limiting behavior as p → ∞ of the
quasilinear parabolic problem{

up,t − div(|Dup|p−2Dup) = 0 in Rn × (0,∞)

up = g on Rn × {t = 0}. (11.11)

Here g : Rn → R is the given initial height of a sandpile, satisfying the instability condition

L := sup
Rn

|Dg| > 1. (11.12)

For large p, the PDE in (11.11) supports very fast diffusion in regions where |Dup| > 1 and
very slow diffusion in regions where |Dup| < 1. We expect therefore that for p >> 1 the
solutions up of (11.11) will rapidly rearrange its mass to achieve the stability condition. As
the initial profile is unstable, we expect there to be a short time period during which there
is rapid mass flow, followed by a time in which up is practically unchanging.

Indeed, simple estimates suffice to show that there exists a function u = u(x) with

|Du| ≤ 1 in Rn (11.13)

such that

upk
→ u uniformly on compact subsets of Rn × (0,∞) (11.14)

for some sequence pk →∞. We call u the collapsed profile and our problem is to understand
how the initial, unstable profile g rearranges itself into u.

To understand the mapping g �→ u, we rescale the PDE (11.11) to stretch out the initial
time layer of rapid mass motion. For this, set

vp(x, t) := tup

(
x,

tp−1

p− 1

)
(x ∈ Rn, t > 0) (11.15)

and write τ := L−1. It turns out then that

vpk
→ v uniformly on Rn × [τ, 1],

where { v

t
− vt ∈ ∂I∞[v] (τ ≤ t ≤ 1)

v = h (t = τ)
(11.16)
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for h := 1
L
g. Furthermore the collapsed profile is

u = v(·, 1). (11.17)

In summary, our procedure for calculating the collapse g �→ u is to define h as above, solve
the evolution (11.16) and then set u := v(·, 1).

Now (11.16) is interpreted, as above, as an evolution in which the mass dµ+ = v
t
dx is

instantly and optimally rearranged by the potential v into dµ− = vtdy. Again we have a
Monge–Kantorovich mass reallocation occurring on a fast time scale, which thereby generates
the dynamics (11.16).

Example: Collapse of a convex cone. As an application let us take Γτ to be the
boundary of an open convex region Uτ ⊂ R2. Assume

g(x) :=

{
L dist(x, Γτ ) x ∈ Uτ

0 otherwise

is the height of the initial, unstable sandpile. How does it collapse into equilibrium? Follow-
ing the procedure above, we look to the evolution{ v

t
− vt ∈ ∂I∞[v] (τ ≤ t ≤ 1)

v = h (t = τ),
(11.18)

for

h(x) :=

{
dist(x, Γτ ) x ∈ Uτ

0 otherwise.

We next guess that our solution v has the form

v(x, t) =

{
dist(x, Γt) x ∈ Ut

0 otherwise,

where Γt is the boundary of an open set Ut. In other words, we conjecture that v is the
distance function to a moving family of surfaces {Γt}τ≤t≤1.

We next employ techniques from Monge–Kantorovich theory to derive a geometric law of
motion for the surfaces {Γt}τ≤t≤1, which describe the moving edge of the collapsing sandpile.
We hereafter write for each point y ∈ Γt,{

γ = γ(y, t) = radius of the largest disk within

Ut which touches Γt at y.
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Take a point x ∈ Ut with a unique closest point y ∈ Γt. Let κ := curvature of Γt at y and
R := 1

κ
.

We may assume the segment [x, y] is vertical and y = (0, R). Set

Aε := {z | θ(z, e2) < ε, R− γ ≤ |z| ≤ R},

where θ(z, e2) denotes the angle between z and e2 = (0, 1). Now we interpret (11.18) as
saying that the mass dµ+ = v

t
dx is transferred in the direction −Dv, to dµ− = vtdy. This

transfer, restricted to the set Aε, forces the (approximate) detailed mass balance relation∫
Aε

v

t
dx ≈

∫
Aε

vt dy, (11.19)

according to Lemma 9.3. Now divide both sides by |Aε| and send ε → 0. A calculation
shows

lim
ε→0

∫
−

Aε

v

t
dx =

γ

3t

(
3− 2κγ

2− κγ

)

and, since vt = V (= outward normal velocity of Γt at y) along the ray through y,

lim
ε→0

∫
−

Aε

vt dy = V.

We derive therefore the nonlocal geometric law of motion

V =
γ

3t

(
3− 2κγ

2− κγ

)
on Γt (11.20)

for the moving surfaces {Γt}τ≤t≤1. (See Feldman [F] for a rigorous analysis of (11.20).)

11.3 A stochastic model

A variant of our growing sandpile evolution, discussed in §11.1, arises a rescaled continuum
limit of the following stochastic model. Consider the lattice Z2 ⊆ R2 as subdividing the
plane into unit squares. We introduce a discrete model for a “sandpile”, as a stack of unit
cubes resting on the plane, each column of cubes above a unit square. At each moment
the configuration must be stable, which means that the heights of any two adjacent columns
of cubes can differ by at most one. (A given column has four adjacent columns, in the
coordinate directions.)

We image additional cubes being added randomly to the top of columns. If the new pile
is stable, the new cube remains in place. Otherwise it “falls downhill”, until it reaches a
stable position.
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What happens in the scaled continuum limit, when we take more and more, smaller and
smaller cubes added faster and faster?

AA
AA

AA
AA

AA

AA
AA

A
A

AA
AA

We make precise our model, generalizing to Rn. Let us write i = (i1, . . . , in) for a typical
site in Zn and say two sites i, j are adjacent, written i ∼ j, if

max
1≤k≤n

|ik − jk| = 1.

A (stable) configuration is a mapping η : Zn → Z such that{
|η(i)− η(j)| ≤ 1 if i ∼ j

and η has bounded support.

The state space S is the collection of all configurations.
We introduce as follows a Markov process on S. Given η ∈ S and i ∈ Zn, write

Γ(i, η) := {j ∈ Zn | there exist sites i = i1 ∼ i2 ∼ · · · ∼ im = j

with η(il+1) = η(il)− 1 (l = 1, . . . , m− 1),

η(k) �= η(j)− 1 for all k ∼ j}. (11.21)

Thus Γ(i, η) is the set of sites j at which a cube newly added to i can come to rest. Assign
to each j ∈ Γ(i, η) a number

0 ≤ p(i, j, η) ≤ 1

such that ∑
j∈Γ(i,η)

p(i, j, η) = 1, (11.22)

and think of p(i, j, η) as the probability that a cube added to i will fall downhill and come
to rest at j. Finally set

c(j, η, t) :=
∑

i:j∈Γ(i,η)

p(i, j, η)f

(
i

N
,

t

N

)
(11.23)
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where f : Rn × [0,∞)→ [0,∞) is a given function, the source density. Then c(j, η, t) is the
rate at which cubes are coming to rest at j.

We introduce the infinitesimal generator Lt of our Markov process by taking any F :
S → R and defining then

(LtF )(η) :=
∑
j∈Zn

c(j, η, t)(F (ηj)− F (η)), (11.24)

where

ηj(i) :=

{
η(i) + 1 if i = j

η(i) if i �= j.

The formula (11.24) encodes the foregoing probabilistic interpretation.
Let {η(·, t)}t≥0 denote the inhomogeneous Markov process on S generated by {Lt}t≥0,

with η(·, 0) ≡ 0. Thus η(i, t) is the (random) height of the pile of cubes at site i, time t ≥ 0.
We intend now to rescale, taking now cubes of side 1

N
added on a time scale multiplied

by N . We construct therefore the rescaled process 1
N

η([xN ], tN), where x ∈ Rn, t ≥ 0, and
inquire what happens as N →∞.

Theorem 11.1 For each t ≥ 0, we have

E

(
sup
x∈Rn

∣∣∣∣ 1

N
η([xN ], tN)− u(x, t)

∣∣∣∣
)
→ 0 (11.25)

as N →∞, where u is the unique solution of the evolution{
f − ut ∈ ∂Î[u] (t = 0)

u = 0 (t = 0).
(11.26)

Here

Î[v] :=

{
0 if v ∈ K̂
+∞ otherwise

for
K̂ := {v ∈ L2(Rn) | v is Lipschitz, |vxi

| ≤ 1 a.e. (i = 1, . . . , n)}.
Consequently, the continuum dynamics (11.26), while similar to (11.2), differ by “remem-
bering” the anisotropic structure of the lattice.

The proof in [E-R] is too complicated to reproduce here: the key new idea is a combina-
torial lemma asserting that if η, ξ are any two configurations in S, then

∑
j

c(j, η, t)(η(j)− ξ(j)) ≤
∑

i

f

(
i

N
,

t

N

)
(η(i)− ξ(i)). (11.27)
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Since the term c, describing the rate at which cubes come to rest at a given site, is a sort of
rescaled, discrete analogue of ut, (11.27) is a “microscopic” analogue of the “macroscopic”
inequality ∫

Rn

(f − ut)(v − u)dx ≤ 0 (v ∈ K̂).

But this is just, as we have seen before, another way of writing the evolution (11.26).
A further interpretation of (11.26) is that the mass dµ+ = fdx is instantly rearranged

into dµ− = utdy, so as to minimize the cost∫
Rn

c(x, s(x))f+(x) dx

for the l1-distance
c(x, y) = |x1 − y1|+ · · ·+ |xn − yn|.

In the case of point sources, f =
∑

fk(t)δdk
, the dynamics (11.26) correspond to growing,

interacting pyramids of sand.

12 Application: Compression molding

The utterly different physical situation of compression molding gives rise to similar mathe-
matics. In this setting we consider an incompressible plastic material being squeezed between
two horizontal plates.

plastic   

Ut  

h(t)   

Assume the lower plate is fixed, and the plate separation at time t is h(t), with ḣ(t) ≤ 0,
h(T ) = 0. Let Ut denote the (approximate) projection onto R2 of the region occupied by
the plastic at time t and write Γt := ∂Ut. As t→ T , the region Ut expands to fill the entire
plane.
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Following [AR2], [A-E], we introduce a highly simplified model of the physics, with the
goal of tracking the air-plastic interface Γt for times 0 ≤ t < T . After a number of simplifying
assumptions for this highly viscous flow, the relevant PDE becomes

div(|Dp| 1σ−1Dp) =
ḣ

h
in Ut (12.1)

where 0 ≤ t < T , p = pressure, and σ is a small constant arising in a power-law constitutive
relation for the highly non-Newtonian flow.

We can rescale in time to convert to the case T = ∞, ḣ/h ≡ −1, in which case (12.1)
reads

− div(|Dp| 1σ−1Dp) = 1 in Ut (12.2)

for t ≥ 0. In addition, we have the boundary conditions{
p = 0 on Γt

V = |Dp|1/σ on Γt,
(12.3)

where V = outward normal velocity of Γt.
Now experimental results in the engineering literature suggest that for real materials the

evolution of Γt does not much depend upon the exact choice of σ, so long as σ is small: see,
for instance, [F-F-T]. We therefore propose to study the asymptotic limit σ → 0. For this,
we first change notation, and rewrite (12.2), (12.3) as{

−div(|Dup|p−2Dup) = 1 in Ut

up = 0, V = |Dup|p−2 on Γt.
(12.4)

When p→∞, we expect in light of the calculations in §9 that up → u, where{
−div(aDu) = 1 in Ut

u = 0, V = a on Γt

(12.5)

for some nonnegative function a. The physical interpretations are now{
u = pressure, v = −aDu = velocity,

a = speed.

We can further reinterpret (12.5) as the evolution


w − wt ∈ ∂I∞[u]
(t > 0)

u ∈ β(w),
(12.6)
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where β is the multivalued mapping

β(x) =




[0,∞) if x ≥ 1

0 if 0 ≤ x ≤ 1

(−∞, 0] if x ≤ 0.

We interpret w = χUt , and so the initial condition for (12.6) is

w = χU0 (t = 0). (12.7)

The Monge–Kantorovich interpretation is that at each moment the measure dµ+ = χUtdx
is being instantly and optimally rearranged to dµ− = V times (n-1)-dimensional Hausdorff
measure Hn−1 restricted to Γt. These dynamics in turn determine the velocity V of Γt.

It is not hard to check that

u(x, t) =

{
dist(x, Γt) x ∈ Ut

0 otherwise;

so that the pressure in this asymptotic model is just the distance to the boundary.
Using detailed mass balance arguments somewhat like those in §11 we can further show

that

V = γ
(
1− κγ

2

)
on Γt (12.8)

where γ = radius of largest disk within Ut touching Γt at y and κ = curvature. Feldman [F]
has rigorously analyzed this geometric flow that characterizes the spread of the plastic.

Appendix

13 Finite-dimensional linear programming

To motivate some functional analytic considerations in §1, we record here some facts about
linear programming. Good references are Bertsimas–Tsitsiklis [B-T], Ekeland–Turnbull [E-T]
or Papadimitriou–Steiglitz [P-S].

Notation. If x = (x1, . . . , xN) ∈ RN , we write

x ≥ 0

to mean xk ≥ 0 (k = 1, . . . , N). ✷
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Assume we are given c ∈ RN , b ∈ RM , and an M ×N matrix A.
The primal linear programming problem is to find x∗ ∈ RN so as to

(P)

{
minimize c · x, subject to the

constraints Ax = b, x ≥ 0.

The dual problem is then to find y∗ ∈ RM so as to

(D)

{
maximize b · y, subject to the

constraints AT y ≤ c.

Assume x∗ ∈ RN solves (P), y∗ ∈ RM solves (D). We may then regard y∗ as the Lagrange
multiplier for the constraints in (P), and, likewise, x∗ as the Lagrange multiplier for (D).
Furthermore we have the saddle point relation:

c · x∗ = b · y∗; (13.1)

that is,

min{c · x | Ax = b, x ≥ 0} = max{b · y | AT y ≤ c}. (13.2)

An example. Suppose we are given nonnegative numbers cij, µ
+
i , µ−j (i = 1, . . . , n; j =

1, . . . , m), with
n∑

i=1

µ+
i =

m∑
j=1

µ−j ,

and we are asked to find µ∗ij (i = 1, . . . , n; j = 1, . . . , m), so as to

minimize
n∑

i=1

m∑
j=1

cijµij, (13.3)

subject to the constraints

m∑
j=1

µij = µ+
i ,

n∑
i=1

µij = µ−j , µij ≥ 0 (i = 1, . . . , n; j = 1, . . . , m). (13.4)

Papadimitriou and Steiglitz call this the Hitchcock problem. It has the form (P), with{
N = nm, M = n + m, x = (µ11, µ12, . . . , µ1m, µ21, . . . , µnm),

c = (c11, . . . , c1m, c21, . . . , cnm), b = (µ+
1 , . . . , µ+

n , µ−1 , . . . , µ−m),
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and A the (n + m)× nm matrix

n rows




m rows







11 0 . . . 0
0 11 . . . 0
0 0 . . . 11

. . . . . . . . . . . .

e1 e1 . . . e1

e2 e2 . . . e2

em em . . . em




Above the middle horizontal dotted line, each entry is a row vector in Rm and 11 = (1, . . . , 1),
0 = (0, 0, . . . , 0). Below the dotted line each entry is a row vector inRn and ei = (0, 0, . . . , 1, . . . , 0),
the 1 in the i-th slot (i = 1, . . . , n).

Now write y = (u1, . . . , un, v1, . . . , vm) ∈ Rn+m. Employing the explicit form of the matrix
A, we translate the dual problem (D) for the case at hand to read

maximize
n∑

i=1

uiµ
+
i +

m∑
j=1

vjµ
−
j , (13.5)

subject to the constraints

ui + vj ≤ cij (i = 1, . . . , n; j = 1, . . . , m). (13.6)

The Monge–Kantorovich mass transfer problem is a continuum version of (13.3), (13.4)
and its dual problem a continuum version of (13.5), (13.6): see §1. ✷
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Math., Acad. de Sciences de Paris, Gauthier Villars 27 (1928), 1–34.

[Am] L. Ambrosio,Lecture Notes on Optimal Transport Problems, to appear.

[AR1] G. Aronsson, A mathematical model in sand mechanics, SIAM J. Applied Math,
22 (1972), 437–458.

[AR2] G. Aronsson, Asymptotic solutions of a compression molding problem, preprint,
Department of Mathematics, Linkoping University.

[A-E] G. Aronsson and L. C. Evans, An asymptotic model for compression molding, to
appear.

54



[A-E-W] G. Aronsson, L. C. Evans and Y. Wu, Fast/slow diffusion and growing sandpiles,
J. Differential Equations 131 (1996), 304–335.
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